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About the study



“Which subjectively perceived art-attributes contribute to 
the judgment of an artwork’s level of creativity?”



● 78 raters (non-experts)

● 54 paintings

● Response:
creativity judgment

● Predictors:
17 attributes

● Method:
Random forest

Study procedure
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Authors’ findings:
● Attributes explain ~30% of variance in creativity
● Mean absolute error = 17.5 ± 0.9
● Most important attributes: symbolism, emotionality, imaginativeness

Objectives

1. Reproduce?

2. Decisions, omissions, or ambiguities?

3. Replicate?



Exploratory plots



PCA



PCA



Reproducing their results



Background I: Nested cross-validation

● Designed to avoid bias in traditional cross-validation

Outer Loop (n_outer):
Splits data into train_data and test_data

Inner Loop (n_inner):
Splits train_data into inner_train and inner_validation 
Performs parameter search and outputs best-performing params (BPP)

 



● Exhaustive grid-search can be very slow

● BMO maximizes an objective function with iterative Bayesian updates

Background II: Bayesian model optimization



Algorithm start

for i ≤ n_outer

train_data, test_data = split(data, split_ratio)

BPP = BMO(train_data, n_inner, split_ratio, params_grid)

Train random forest with BPP

end

Permutation test

n_permute times on 
each predictor

Measure accuracy on test_data



Why optimize over certain parameters and not the rest?

Why that number of iterations?

Why include certain predictors and not others?

Why use random forest instead of another learning algorithm?

Unexplained choices



● Models were assessed on test set at each outer loop

● Metrics of prediction performance: Prediction R2 and MAE

● Statistical significance: Permutation test
○ Shuffle the response on train set, refit the model and recompute the metrics

● Variable importance: Reduction of prediction R2

○ of the original forest when a certain column of the test set is shuffled

Summary of the models



● # of outer loops: 128

● Hyperparameter space being searched over:
○ Minimum sample size of split nodes/leaf nodes: 2-128, 1-128
○ maximum number of features considered at each split: 1-17

● Setting of BMO:
○ 96 initial points and 128 iterations, 12,288 forests in total
○ Too costly, we set them to 24 and 64, respectively

● # of permutations in model assessment: 64

Numerical setting



● Results successfully reproduced, with lower standard deviations

● Predictions differ from the observed responses by 17.3 points, on average

● About 30% of the total variance in creativity judgement explained by the model

Results: Prediction performance



Results: Variable importance



● The three most important attributes:

symbolism (0.12) > emotionality (0.08) > imaginativeness (0.05)

Results: Variable importance



Results: Partial dependence plots



● For all 128 fitted forests and six most important attributes

● Goal: characterize the marginal relationship between creativity 
judgment and each attribute

● Reproduced their results which supports their claims that
○ important attributes are positively associated with the response
○ these associations cannot be described as linear 

— sudden nonlinear changes are observed

Results: Partial dependence plots



Comments on their analysis

● In general, reasonable and convincing

● Sampling randomness properly addressed by repetition

● Permutation tests are totally distribution-free

● One issue: Some hyperparameters being tuned are highly related



Replicating their results



Overlooked sources of variation



Response:
creativity judgment

Fixed effects:
17 attributes

Random effects:
rater, style, rater:style

Approach #1: Linear mixed-effects model



● Two limitations of the linear mixed-effects model
○ Linear assumption, and R2 on the training set

● Now we include rater and style, then redo the analysis

● Improvement in prediction R2 and MAE is negligible, while statistical 
significance stays the same

● However, there is a difference in variable importance!

Approach #2: Additional random forest predictors



Approach #2: Additional random forest predictors



● rater and style explain a non-trivial proportion of total variation (10%)
+ 20% explained by art-related attributes = prediction R2 (0.3)

● Ordering of most important predictors changes:

symbolism (0.12) > emotionality (0.08) > imaginativeness (0.05) > complexity (0.04)

emotionality (0.08) > symbolism (0.04) > complexity (0.04) > imaginativeness (0.02)

● Conclusion: They may not have included all relevant predictors

Approach #2: Additional RF predictors



Discussion



● Minimal justification for several design choices

● Failure to account for rater and style

● Limited generalizability

Limitations

✓ Data

Closing thoughts

✖ 
Code

✓ Reproducibility ✓ Replicability
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